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1 dzien

50% wyktady / 50% warsztaty

W Swiecie Al narzedzia zmieniajg sie btyskawicznie. To szkolenie porzadkuje wiedze, taczac sprawdzone
metodyki Data Science z najnowszymi trendami Local GenAl.

Uczymy budowa¢ kompletne pipeline'y przetwarzania danych, swiadomie dobiera¢ narzedzia (kiedy
klasyczny ML, a kiedy Deep Learning?) oraz uruchamia¢ modele LLM lokalnie na wtasnym sprzecie.
Program inspirowany projektami badawczymi, gdzie kluczowa byta prywatnos¢ danych (Off-line Al) oraz
precyzyjna walidacja wynikow.

Dla kogo jest to szkolenie?
® Szkolenie dla zespotdw technicznych, ktére chca wyjsé poza proste skrypty i zacza¢ budowac
skalowalne, bezpieczne rozwigzania ML, rozumiejac réznice miedzy dostepnymi technologiami.

Zalety szkolenia:

® Architektury rozwigzan: Kiedy stosowac Scikit-learn (klasyczne algorytmy), kiedy TensorFlow
(sieci neuronowe), a kiedy gotowe modele LLM.

® TensorFlow od podstaw: Zrozumienie tensoréw, warstw i budowa prostego modelu, z naciskiem
na roznice wzgledem podejscia klasycznego.

® |M Studio and Local LLMs: Jak uruchamiac¢ potezne modele jezykowe (Llama 3, Mistral) lokalnie,
bez wysytania danych do chmury - idealne dla danych wrazliwych.

® Unikania putapek: Data Leakage, Overfitting i Bias w modelach.
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Szczegotowy program:

1. Fundamenty Pipeline’u i Feature Engineering

1.1. Data Science Methodology: Dlaczego model to tylko 20% sukcesu? Cykl zycia projektu.
1.2. Przygotowanie danych w Pandas: Czyszczenie, normalizacja i walidacja jakosci.

1.3. Feature Engineering: Jak zamieni¢ surowe dane w wartosciowe cechy? (Encoding,
Scaling).

1.4. Case study: Wykrywanie Data Leakage - jak nieswiadomie "oszukujemy" sami siebie
podczas treningu.

2. Klasyczne ML vs. Deep Learning (Scikit-learn vs. TensorFlow)

2.1. Scikit-learn: Szybkie prototypowanie modeli klasyfikacyjnych i regresyjnych (Decision
Trees, Random Forest).

2.2. Wprowadzenie do TensorFlow:
2.2.1. Czym roézni sie tensor od zwyktej macierzy?
2.2.2. Kiedy klasyczne ML przestaje wystarczac¢? Granice Scikit-learn.
2.2.3. Budowa prostej sieci neuronowej — warstwy, aktywacje, optymalizatory.

2.3. Warsztat porownawczy: Rozwigzanie tego samego problemu (np. klasyfikacja ryzyka
/anomalii) za pomoca Scikit-learn oraz TensorFlow. Analiza wynikow, czasu treningu i
ztozonosci.

3. Walidacja i Interpretowalnos¢

3.1. Jak oceni¢, czy model dziata? Metryki (Accuracy vs. Recall/Precision) w zaleznosci od
problemu biznesowego.

3.2. Anomaly Detection: Wykorzystanie prostych metod statystycznych vs. Autoenkodery
w TensorFlow.

3.3. Explainable AI: Interpretacja ,czarnej skrzynki”. Uzycie bibliotek (np. SHAP) do
wyjasnienia, dlaczego model podjat dang decyzje (kluczowe w medycynie/finansach).

4. Local GenAlI z LM Studio
4.1. Dlaczego warto uruchamiac¢ LLM lokalnie? Prywatnosc¢, koszty, brak zaleznosci od API.
4.2. LM Studio w praktyce:

4.2.1. Instalacja i konfiguracja srodowiska.
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4.2.2. Przeglad otwartych modeli (Hugging Face) - jak dobra¢ model do sprzetu
(kwantyzacja).

4.3. Use-case: Automatyczna analiza/streszczanie dokumentéw z zachowaniem petnej
poufnosci (Offline).

5. Podsumowanie i Best Practices
5.1. MLOps w pigutce: Jak zarzadzac¢ wersjami modeli i danych.

5.2. Etyka i Bias: Jak zapobiegac stronniczosci modeli w zastosowaniach badawczych i
komercyjnych.

5.3. Q and A i roadmapa dalszego rozwoju dla uczestnikow.
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